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ABSTRACT 

A numerical model based upon Deardorff ( 1980) was used to simulate heat 
transfer between a lake and the atmosphere. The model includes a lake
atmosphere heat exchange submodel, with penetration of solar radiation. Heat 
and momentum are transferred in the vertical with a one-dimensional model that 
disregards horizontal processes. Atmospheric forcing to drive the models was 
taken from NOAA Marobs buoy 45007 in the south central region of Lake 
Michigan, and from the nearby land based stations at Milwaukee, WI, and 
Muskegon, MI. Three simulations were run and compared to field data collected 
by NOAA GLERL in 1996. The simulations focused on the formation of the 
thermocline from June 9 to August I. The first simulation used land-based 
atmospheric data as inputs, the second used buoy data supplemented with land 
data where needed. The results were compared to the field data and showed that 
using terrestrial data can lead to results that are plausible, but inaccurate. The 
third simulation used buoy and land data as before, but adjusted the incoming 
solar radiation to produce a better fit to the observed data. The adjustment 
apparently compensated for deficiencies in the land-based data. 

INTRODUCTION 

Numerical modeling of large lakes, estuaries, coastal waters, and gulfs has 
advanced to the point that it is now standard to run seasonal simulations with 
highly resolved spatial (1- 10 km) and temporal (30- 90 s) scales. The accurate 
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computation of the ocean (lake)-atmosphcre heat exchange is necessary to 
compute the development of the thermal structure (i .e. , thermocline location) 
accurately over a seasonal scale. The density stratification associated with 
thermal stratification affects the circulation patterns produced by the atmospheric 
input of momentum, which is responsible for the circulation in non-tidal systems 
and the residual circulation in tidal systems. 

II. vertical direction, one-dimensional numerical model for velocity, temperature, 
and turbulence was encoded. The vertical mixing model was the one-equation 
turbulence model of Deardorff (Deardorff, 1980). The relatively simple J. 
equation model of Deardorff was chosen instead of the more sophisticated 2 and 
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2 Y, equation models (k-E, or Mellor and Yamada ( 1974)), to test whether or not a 
simple mixing scheme is sufficient. Future work is planned to compare the 
quality of the model results using a suite of models and vertical spacings that are 

· more applicable to a three dimensional model application. A four component heat 
flux model was used, including incoming solar radiation (short wave), net long 
wave radiation, evaporative or latent heat, and sensible heat. 

Various simulations were run to analyze the sensitivity of the model results to 
heat flux parameters and data. In particular the effect of land-based versus water
based atmospheric forcings was examined. The model results are compared to the 
field data, in the form of time series temperatures at various depths, gathered in 
Lake Michigan by the National Oceanic and Atmospheric Administration 
(NOA/1.) Great Lakes Environmental Research Lab (GLERL). The field data 
used for comparison consisted of velocity and temperature (thermistor) data from 
a location in the central part of the southern basin of Lake Michigan. This 
location (Figure I) was chosen to minimize the advective contribution of heat 
from the nearshore region, although some advective effects can still be seen in the 
data. 
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Figure I: Map of Study Location 

DATA 

In all cases except for rainfall, linear interpolation of the actual data was used to 
create hourly data series. For rainfall, hourly precipitation amounts were used as 
described below. Figure 2 examines air temperatures averaged by the hour over 
the model period. It is apparent that the land-based data show a clear diurnal 
cycle, whereas the water-based data show no cycle, in addition to being 
significantly lower. As will be shown below, data differences between land and 
water may result in large differences in model results. 
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Figure 2. Averaged Air Temperatures by Hour at the Milwaukee Airport and 
Buoy 45007 for the simulation period of June 9- August I, 1996 

Land-based Data 

Land-based data came from Muskegon Airport, 43.167 N latitude and 86.25 W 
longitude. Data included time, wind speed and direction, air temperature, 
dewpoint temperature, cloud cover (as a fraction), precipitation, and pressure. 
Precipitation amounts were converted into hourly presence/absence rainfall data 
for subsequent use in a regression equation for cloud cover attenuation of 
incoming solar radiation. 

Water-based Data 

Water-based data came from instruments on a buoy at the study location (42.70 
N, 87.00 W), or from surface-moored thermistors at fixed depths nearby (42.697 
N, 86.970 W). Atmospheric data included time, wind speed and direction, air 
temperature, and pressure adjusted to sea level. Pressures were readjusted to an 
elevation of 198.12 meters (650 feet) using a standard equation (lribame and 
Godson, 1981 ). Dewpoint temperatures were calculated from the air temperature 
and an assumed relative humidity of 80 percent, using a curve-fit equation for 
water vapor pressure as a function of temperature. Thermistor temperatures were 
collected at depths ofl.3, 3.5, 5.1, 6.7, 8.3, 9.1, 10.0, 11.4, and 13.7 meters at 
intervals of 15 minutes. Total water depth was about I 55 meters. The thermistor 
data record began June 8, 1996 at hour 2300 EST. 
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METHODS 

Main components of the model are I) a model for conservation of momentum and 
heat, 2) a turbulence model which controls mixing, thereby controlling the 
exchange of heat between water layers at different depths, and 3) a heat flux 
model, which controls the exchange of heat at the upper boundary (the water 
surface). The lower boundary is controlled by a zero flux condition. 

Governing Equations for Momentum and Heat 

The governing equations for momentum and heat are simplified b)' the 
assumption that all exchanges occur in the vertical. since all hori7ontal gradients 
are assumed to be zero. Effects due to the earth's rotation are neglected since 
only one direction in the horizontal is addressed. Also vertical advective fluxes 
are assumed to be zero, so that the vertical fluxes of momentum and heat are due 
solely to turbulent motions in the fluid. The equations are as follows: 

Momentum: 

ou = .!!._(K au) 
ot az .. az 

Heat (Temperature): 

or 
ot 

where u(z,t) is the horizontal velocity [m/s), T(z,t) is the temperature (0 C]. K., is 

the vertical eddy viscosity [m2/s], and Kh is the vertical eddy diffusivity [m2/sj. 

K., and Kh are given by the following relationships, that arc explained in the 

TurbulentMixingsection: K,. =C1?-..q+K0 ,and Kh=C1K,.. q , [W/m2/m)isthe 

rate of absorption of the penetrating solar radiation which varies with depth, 
p is the density of water [kg/m1

), and c,. is the heat capacity of water [Jikg/K]. 

The boundary conditions for the two governing equations are given as: 

Surface: K oui r h . . .. - = ~, w ere r, ts the surface wmd stress [ Pa ], az, P 

ari q., . 2 K" - = ---, where q"1 IS the surface heat flux [W/m ). 
i)z , pc

1
, 



Bottom: 
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arl = 0. 
i)z b 
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Turbulent Mixing in the Vertical 

The vertical mixing of momentum and heat was based on the Deardorff 
(Deardorff, 1980) model, which was also applied more recently by Denbo and 
Skyllingstad (Denbo and Skyllingstad, 1996). This method can be characterized 
as a one-equation turbulent kinetic energy (tke) model with an empirically 
determined mixing length and dissipation rate. The mixing length is based on 
density stratification, and the dissipation of tke is computed by using the mixing 
length, empirical constant, and tke"312

. 

The governing equation from Deardorff has been modified by dividing through by 
one-half of the square root of the tke to avoid the computational burden of taking 
the square root (although this burden is minimal in the one-dimensional 
application used in this study). The governing equations were also simplified 
because this study is one-dimensional. The equations are given below: 

aq = K,., [P) + 
at 2q 

a aq s 
+ -(C K -) - -az dx "' iJz 2q 

v v v 
shear production buoyant production! venical diffusion dissipation rate 

dissipation of turbulence 

-2 - 2 - 2 
where q2 = k = (u' + v' + w' ) / 2.0 , and u', v', w' are the turbulent fluctuations in 

the u,v,w velocities respectively; K., = Ck .. J..q + K0 is the vertical eddy viscosity 

[m2/s], ckm is an empirical coefficient, A. is the mixing length, Ko = 1.0 X I o·6 is 

the background mixing, Kh = (Ch1+Ch, ~)K .. is the vertical eddy diffusivity 

[m2/s], Ch1 and Ch, are empirical coefficients, t.s is the vertical grid spacing, 

P is the production of turbulence due to shear in the mean flow; in tensor 

. . . . p (au, au, )au h. h . l.fi ou 2 fi notatwn It IS wntten as = - +- - ' , w 1c s1mp 1 1cs to P = ( - ) or 
ax 1 ax, ax I i}z 

one dimension using standard notation, f3 = 8. 75 x I 0-6 (T + 9.0) forT in °C., and 

f3 has units [l f C]. 
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The mixing length, A. , is computed differently for stable and unstable conditions, 
as given below: 

Stable Fluid 

I= C~ q(.l.. ap)·lll 
A.= Po oz 

A. = min(/,6-S) 

The dissipation rate s , is given by 

Unstable Fluid 

e = f q l , where the constant C = (c tl + C ~· 0ft.s ))c • .,11 • 

The empirical constants were assigned the values described in Deardorff, as 
follows: 

e.g = 2.0, ctl = 0.19, c., =0.51, c, = 0.76, c.m =0.1, chi =1.0, ch, =2.0, 

c • .,11 = { 1.0 away from solid boundaries, 3.9 next to solid boundaries and at the 

surface.}. 

The boundary conditions imposed on the governing equation are as follows: 

Surface conditions for q and P : a
2 i = 0. PI = (au I )2 = [_s__J

2

, where r , is 
iJz ' az , pK., 

the wind stress. Bottom conditions are oq = 0 and P = e (following ASCE, az 
1988). 

Heat Flux 

The heat flux model was derived from a 1988 heat flux model developed by 
McCormick of the Great Lakes Environmental Research Laboratory as applied to 
Lake Erie (Kelley, 1995). The model uses standard meteorological observations 
and surface water temperatures as model input. Model output consists of two 
types of components generated by four submodels. The surface flux (equivalent 
to q~r in the above governing equation botmdary conditions) is the sum of the 

fluxes from the net long wave radiation, evaporative or latent heat, and sensible 
heat submodels. The penetrating flux (the source of q, in the above governing 

equations) comes from the incoming solar radiation (short wave). 
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The heat flux model uses a heat balance approach in which the total heat flux is 
equal to the sum of the shortwave radiation, long wave radiation, sensible heat 
flux and latent heat flux. The terms, in watts/mete~. are positive for energy 
flowing into the Jake. In equation form, the model is: 

: • h 

Htotal = HsR + (HLR + Hs + HL) = Jq,dz + q.1 
:•0 

where H10111 is the net heat flux with the atmosphere, HsR is the net incoming 
short wave radiation, HLR is the net long wave radiation, Hs is the sensible heat 
transfer, and HL is the latent heat transfer. 

HsR,Short Wave Radiation 
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The short wave radiation is a function of clear sky radiation. Clear sky radiation 
is predicted by a regression equation from the solar zenith angle, and is modified 
by cloud cover. The resulting equation follows Cotton (1979): 

HsR = (S~)(CLD) 

where S~ is the net incoming short wave radiation for clear sky conditions, and 
CLD is the "cloud effect" term. S~ is computed from the equation: 

where ao. a1, a2, and a3 are empirical coefficients, and Z is the solar zenith angle 
(defined as the angular distance of the sun from local vertical). Z is computed 
following Guttman and Matthews, 1979. CLD is computed from the equation: 

where S, is the opaque cloud cover amount, c0 , c,, cz , CJ, and C4 are empirical 
coefficients, and RN = 0 if it is not raining, RN = I if it is. 

The attenuation of the short wave radiation in the water column is described by 
the Beer's law equation: 

I =I e-K .. : 
:.4 0.4 I 

) 
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where /, , is the light intensity (W/m2
] at depth z, z is the depth [m], K •.l is the 

extinction coefficient [m"1
], 1 •• is the incoming solar radiation at the surface, and 

A. is the wavelength [nm]. The effect on the computed light attenuation of using 
low resolution or high resolution extinction coefficients was investigated. It was 
found that the low resolution of just two wavelength bands, infrared and 
visible/ultraviolet, gave very similar results to using the high resolution of many 
wavelength bands. Therefore the model was implemented with two wavelength 
bands, infrared and visible/ultraviolet, with extinction coefficients of2.85 and 
0.296 respectively. The light attenuation is converted to heat as q,. 

HLR, Long Wave Radiation 

The net long wave radiation is a function of the water temperature, air 
temperature and cloud cover. The equation used follows Wyrtki ( 1965): 

HLR = -Ssa e (T w 
4
(0.39-0.05ea112

)[ 1.0-kSc 2] + 4T w\T w-T A)) 

where Ss8 is the Stefan-Boltzmann constant, 5.67051 x I o·8 watts/(m2 K4
). s is 

the emissivity assumed equal to 0.97, T w is the water temperature [KJ, e. is the 
vapor pressure of air [millibars], k is a parameter that increases linearly with 
latitude from 0.5 at the equator to 0.8 at 70° of latitude, and T A is the air 
temperature [K]. 

Hs, Sensible Heat 

The sensible heat flux is a function of the air-water interface temperature 
differential, the air density, heat capacity, and the wind speed. The calculation 
uses a bulk transfer approach according to McBean et al. ( 1979): 

where p. is the density of air [kglm3
], Cp is the specific heat of air at constant 

pressure (J/(kg K)], CH is the bulk heat transfer coefficient for momentum, U is 
the wind speed [ m/s ], T w is the water temperature, and T A is the air temperature. 

HL, Latent Heat 

The latent heat flux (due to evaporation and condensation) is a function of air 
density, water latent heat of vaporization, wind speed, water temperature, and air 
humidity. The equation used (Kelley, 1995) is: 
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where Lv is the latent heat of vaporization at the temperature of the water surface 
[.1/kg], C0 is the bulk transfer coefficient for momentwn, qA is the specific 
htunidity of the air (ratio of water vapor mass to total humid air mass), and qw is 
the specific humidity of the air at the water surface. 
The qA and qw functions are calculated by: 

qA = 0.62185eA/(P - 0.37815cA) 
qw=0.62 l85ew/(P -0.37815ew) 
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where eA is the saturation vapor pressure [millibars], P is the air pressure, 
[millibars], and ew is the saturation vapor pressure of water at T w, [millibars]. 

CD and CH, Bulk Transfer Coefficients 

The dimensionless bulk transfer coefficients for momentum (Co) and heat (CH) 
are used in the calculations of the latent and sensible heat transfer terms, 
described above. Both Co and C11 are dependent on the stability of the lowest few 
meters of the atmospheric boundary layer, the height of wind speed measurement 
and the wind speed. These coefficients also include the effects of surface 
roughness. Co is determined from the equation: 

where u* is the friction velocity [rnls], and Uz is the wind speed at height z. CH is 
calculated as a function of the dimensionless stability height using parameters 
developed in the calculation of C0 . A profile method is used to estimate u* 
(Schwab, 1978; Lui and Schwab, 1987). The method is based on Monin
Obukhov similarity theory (Monin and Obukhov, 1954) and on the works of 
Businger et al. (1971), Long and Shaffer (1975), Panofsky (1963), Paulson 
(1970), and Smith and Banke (1975). 
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Figure 3: Turbulence Variables vs. Depth 

RESULTS 

Overview of Runs 

Model runs were done for the period Julian day 161 (June 9, 1996), hour 0400 
UTC, to day 214 (Au gus~ I, 1996), hour 0000 UTC. Figure 3 shows an example 
of turbulence-related var1ables (temperature, velocity, and q) versus depth. Figure 
4 shows an example of average penetrating solar radiation power input estimated 
by the heat flux model versus depth. 
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Figure 4: Power Input vs. Depth 

Data Choice, Calibration, and Comparisons to Data 

A series of three sets of model runs were done, resulting in a steadily improving 
fit of model outputs to observed data. The first set used only land-based 
atmospheric forcings (from Muskegon Airport), and did not employ any 
calibration of model to data (other than original literature empirical constants). 
The second set used the available atmospheric forcings recorded at the buoy, 
along with the land-based cloud cover and rainfall (which were not recorded at 
the buoy). The third set used the same forcings as the second, except that solar 
input was reduced by SO percent for the first 17 days in accordance with the 
observation that the observed water temperature data indicated a markedly lower 
heat input during this period. During the first 17 days there are small diurnal 
variations in the surface water temperature that can be explained by a radiative 
heat flux of 30-40 W m 2

. It is surmised that the small amount of radiative heat 
flux was due to a thicker cloud cover over the lake than was reported at the 
Muskegon airport . Fog over the lake is a common spring time feature, and was 
accounted for by mcreasing the cloud cover \\.here needed. 

The first t'.I.O sets arc compared to data in Figure 5, which shows temperature vs. 
time at thermistor depths. The land-based forcing produces results which arc 
plausible but inaccurate. TI1c buoy+land forcing produces more accurate results. 
It is apparent, especially at greater depths, that some features of the data (e.g. 
high-frequency variability due to internal waves) arc due to horizontal processes 
which the present vertical application cannot resolve. 
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Figure 5: Model vs. Data with Forcings from Two Locations 

The third set is compared to data in Figure 6. The adjustment made in this third 
set apparently compensates for deficiencies in the land-based cloud cover data 
during this period, resulting in a much-improved fit of model to data. 
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Figure 6: Model vs. Data with Calibration of Solar Input 

CONCLUSIONS 
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Currently available numerical models are able to simulate thermocline formation 
accurately, given accurate forcing functions. The predictive capabilities of the 
models are limited by the accuracy of the available data. The use ofterrestnal 
data will lead to thermal structures that may be plausible but inaccurate. 
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The top few meters of the lake tend to equilibrate with the atmosphere and are 
insensitive to horizontal processes. This is not true for lower layers, which are 
strongly influenced by internal waves and the collapse of the thermal bar. 

The level one turbulence closure scheme of Deardorff tended to inhibit mixing 
across the thermocline to a greater extent than data indicates it ought to be. Some 
sensitivity analysis was perforn1cd on the empirical coefficients reported by 
Deardorff, though not reported in this article. The results from those analyses 
indicate that it is possible to adjust those coefficients to better simulate site
specific physics. It should be noted that, even with no modification to Deardorffs 
empirical coefficients, the model performed well. 
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